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Our ever-growing understanding of the brain 
indicates advancements in neuroimaging 
techniques, experimental approaches, and an 
openness to learn from disproven scientific 
theories. One such theory gained fleeting 
popularity during the Enlightenment period in 
late 17th century Europe: during this time, the 
medical world was more receptive to innovative 
ideas stemming from clinical research [4]. 
Through his own observations, Franz Joseph 
Gall (1758-1828), a German physician working 
in Vienna, developed the “theory of the mind” 
that would later be coined as phrenology by his 
disciple, Johann Gaspar Spurzheim (1776-1832). 
Gall proposed that the brain was functionally 
organized: distinct regions, or “organs”, of the 
cerebral cortex are responsible for specific 
mental processes. These processes included 
moral standing, instinctual behaviors, and 
character attributes. 

Drawing from comparative studies between 
human and non-human craniums, Gall 
formulated 27 faculties (later increased to 35 by 
Spurzheim). Across species, the frontal region of 
the human brain was the largest. Therefore, Gall 

postulated that this region, recognized now as 
the frontal lobe, marks several faculties that are 
unique to humans [4]. 
 
As a child, Gall observed his classmates. He 
noticed that peers with good verbal memory 
had protruding eyes. Carrying this perceived 
correlation into his career, he deduced that 
verbal memory was a component of the frontal 
lobe due to its proximity to the eyes.

How did Gall test his theory? Prior to its 
rebranding by Spurzheim, phrenology was 
initially known as craniology. Gall conducted 
hundreds of studies on the palpated heads of 
psychiatric patients, artists, and criminals. If 
able, he would obtain their skull post-mortem, 
or took plaster casts of subjects’ heads [4]. 
According to phrenologists, the size of a discrete 
cortical area is proportional to the strength of 
the psychological faculty it governs. Skull size 
then varies in accordance with these underlying 

organs. For example, someone who displays 
an intense amount of parental love towards 
their child would have a large skull protrusion 
located in the back of the head. Measuring the 
size of a subject’s cranial bumps (or lack thereof) 
was enough to characterize an individual’s 
identity. Unfortunately, phrenology heavily 
relied on social stereotypes regarding race and 
gender. The social implications of phrenology 
are outside the scope of this article, but it is 
important to recognize the “intuitive” judgements 
of character were rooted in sentiments that 
supported discrimination. 
 
Spurzheim first assisted Gall’s research in 
1800, shortly before the Holy Roman Emperor 
banned Gall’s lectures on the basis of promoting 
materialism [4]. With much protest, Gall took 
Spurzheim on a veritable “scientific circus” 
across Germany, lecturing crowds with human 
and animal skulls, cranial casts, a wax model, 
and two monkeys [4]. Their demonstrations 
garnered publicity, and the convincing nature 
of their lectures gained them cross-country 
notoriety. Gall and Spurzheim did not limit 
themselves to cranial inspections. They began 

a novel form of brain dissection in animals and 
humans, dissecting along the paths of white 
matter tracts. Together, they made several 
discoveries that were of interest to the National 
Institute of Arts and Sciences [4]. The scientific 
community’s backing of their findings was 
selective: particularly, the phrenological doctrine 
was dismissed.  

Among the many denouncers, Jean-Marie-
Pierre Flourens (1794-1867), an experimental 
physiologist reigning from France, solidified 
evidence against Phrenology. Flourens 
conducted brain stimulation studies on living 
animals and determined that the cerebellum 
was not an “organ of sexuality” as classified 
under phrenology, but instead a source of 
motor coordination and control [4]. Based on 
his experimental data, he concluded that the 
theory of cerebral localization had no merit. 
The implications of this conclusion precede 
our modern understanding of the brain beyond 

“By the late 1790s, he had formulated the four “fundamental 
theses” that were to guide the remainder of his life and endeavors: 
1) moral and intellectual qualities are innate; 2) their functioning 

depends on organic supports; 3) the brain is the organ of all 
faculties, of all tendencies, of all feelings (“the organ of the soul”); 
4) the brain is composed of as many organs as there are faculties, 

tendencies, and feelings.”
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that there are instances of laterality of function that can be 
salvaged, and features of one behavior can be represented 
separately across the cortex. 
The human brain is an extraordinarily complex organ 
with various structures that work in tandem to receive 
information across sensory modalities, interpret stimuli, 
and generate an appropriate response.  
Systemically mapping the brain’s macroscale connections 
is key in understanding psychiatric and neurological 
disorders. In 2010, The Human Connectome Project 
(HCP) sought to visualize nerve fiber connectivity using 
magnetic resonance imaging (MRI) across 1200 healthy 
young adults [5]. The results were comprehensive, high 
resolution photos showcasing the dynamic circuitry of the 
human brain. Future research can use these findings to 
assess brain abnormalities that contribute to disease. 

The field of neuroscience has come a long way, yet many 
questions on basic functionality as it relates to behavior 
remain unanswered. Important learnings and good 
science can be refined from disproven theories should 
we contextualize them within and beyond their temporal 
bias and social waters. Gall’s hypothesis, though explicitly 
incomplete and dangerously implicated, contained a 
conceptual framework for higher-order functions, serving 
as a catalyst for advances in behavioral neuroscience 
research that have informed our modern view of cerebral 
localization.

The next page features neuroimaging data conducted 
by HCP. Data collection and sharing for this project was 
provided by the MGH-USC Human Connectome Project 
(HCP; Principal Investigators: Bruce Rosen, M.D., Ph.D., 
Arthur W. Toga, Ph.D., Van J. Weeden, MD). HCP funding 
was provided by the National Institute of Dental and 
Craniofacial Research (NIDCR), the National Institute 
of Mental Health (NIMH), and the National Institute of 
Neurological Disorders and Stroke (NINDS). HCP data are 
disseminated by the Laboratory of Neuro Imaging at the 
University of Southern California.

phrenology. 
What learnings remain relevant in Gall’s disproven 
doctrine? Is there any merit to the idea that brain 
function is localized? The answer is yes, but not 
according to Gall’s postulates. Consider our 
capacity for language. Lesioning a confined region 
of the brain can result in case-specific dysfunctions. 
Any introductory behavioral neuroscience course 
of the 21st century describes how lesion-mapping 
observations unveiled two areas in the left 
hemisphere controlling speech production (Broca’s 
area) and language comprehension (Wernicke’s 
area), which have since been confirmed by 
modern, noninvasive brain imaging. As a result, 
language is predominantly associated with the 
brain’s left hemisphere. 
Aphasia is a language disorder that occurs as 
a result of damage to language centers of the 
human brain. Damaging Wernicke’s area-located 
in the superior posterior temporal region of 
the left hemisphere- has been shown to impair 
comprehension of written or spoken language. In 
phrenology, the organ of language is represented 
under the eye, and the faculties were assumed 
to be bilateral structures of the neocortex. Gall 
failed to consider subcortical structures’ vast role 
in behaviors. For example, the basal ganglia are a 
group of subcortical nuclei seen in all vertebrates, 
albeit with unique features in primates. Positron 
emission tomography (PET) and functional 
magnetic resonance imaging (fMRI) scans have 
shown that ablating the basal ganglia can induce 
Wernicke’s aphasia in human subjects due to its 
functional connectivity to language centers [2]. 
Recovery of left hemispheric functions is made 
possible by spared nervous tissue: over time, 
activation of speech-relevant tissue in the right 
hemisphere compensates for it [3]. 
Contrary to what a phrenological bust may suggest, 
no single unit of the brain works alone. It is clear 



White matter fiber architecture of the brain. Measured from diffusion spectrum 
imaging (DSI). Shown is the cingulum bundle resting atop the corpus callosum. The 
fibers are color-coded by direction: red = left-right, green = anterior-posterior, blue = 

through brain stem. www.humanconnectomeproject.org

White matter fiber architecture of the brain. Measured from diffusion spectrum 
imaging (DSI). Shown is a complex combination of brainstem pathways, thalamic 

radiation, and short association fibers. The fibers are color-coded by direction: 
red = left-right, green = anterior-posterior, blue = through brain stem. www.

humanconnectomeproject.org
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The cadenza represents musical 
freedom, creativity, improvisation. 
A structure is provided but the 
bounds of that structure are 
by no means rigid to the artist. 
Musical improvisation requires 
the real-time generation and 
evaluation of melody and rhythm. 
It is one of our most complex 
cognitive tasks. Studying this 
task neuroscientifically is no less 
complicated. 

Methodology to investigate 
spontaneous musicality has rapidly 
developed from psychological 
ponderances to functional 
magnetic resonance imaging 
(we’ll get there). Jeff Pressing 
was the first to meaningfully 
articulate an “explicit cognitive 
formulation” to facilitate 
understanding and investigation 
of musical improvisation 
(footnote: musical creativity 
and improvisation will be used 
interchangeably for the remainder 
of this review). He required that 
“any model of improvisation 
must explain three things: how 
people improvise; how people 
learn improvisational skill; and 
the origin of novel behavior” 
[1]. In short, improvisation is an 
acquired skill (it must be learned). 
Does musical improvisation have 
to be a professionally trained 
jazz pianist soloing over a ii, V, 
I chord change? That may be 
what Pressing had in mind, but 
improvisation, for the purpose 
of this review, includes any 
generation of novel music. 
Current research supports the 
idea that we are innately creative, 
improvisational creatures [2]. For 
any “non-artists” that have tried 
their hand at painting knows; 
creativity does not require 
exceptional performance. Even 
bad improvisation is improvisation.

How do we measure the result 
of musical improvisation, musical 
creation, the making of something 
new? What happens in our brain 
during? After? How does musical 
creativity change the brain?

DISCOVERING 
THE CADENZA

By: Michael Kihanya
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With the real-time imaging 
techniques we have at our 
disposal, investigation of 
creativity has never been more 
accessible. Resulting from this 
accessibility is a plethora of 
data produced from varying 
techniques and experimental 
designs. The current literature 
takes approaches ranging 
from EEG (a macro-scale 
technique measuring electrical 
changes on the scalp) to 
pharmacological targeting 
(altering neurotransmitter/
neuromodulatory systems) to 
fMRI (measuring metabolic 
activity within the brain) to 
investigate the process of 
creativity [3,4,5]. Using fMRI, 
Boccia et al. found pathways and 
regions correlated with different 
types of creativity (musical, 
verbal, and visuo-spatial) 
using a collection of imaging 
studies [6]. Taking seven fMRI 
studies, with 100+ participants 
total, they reported regions 
consistently activated across 
experiments. All studies selected 
had one condition of musical 
improvisation (i.e., experimental 
group) and one condition in 
which participants reproduced a 
conventional, pre-written piece 

of music (i.e., control group). 
Additionally, the authors note 
that “studies on artistic creativity 
enrolled professional artists, 
such as pianists, or subjects 
with artistic training”. They 
found eleven regions, spanning 
across all four cortical lobes, 
activated during improvisation 
across studies Their findings 
demonstrate how creative 
processes are not localized to a 
single brain area. Together, these 
regions form a network (also 
called a cognitive network, or 
neural network). Neural networks 
are discrete populations of 
neurons spatially dispersed, 
but temporally synchronized; a 
neural network is composed of 
neuronal ensembles responsible 
for our higher cognitive functions 
(such as creativity) [7]. 

Studies investigating the 
neural correlates of creativity 
demonstrate activation of key 
nodes in the DN. Shofty et al. 
employed direct brain stimulation 
to investigate a link between 
creative thought and the DN [8]. 
In a domain-general participant 
group (participants were not 
professional musicians), the 
alternative use task (or AUT) 

The DN is stimuli-
independent brain 

activation that 
manufactures self-

generated thought.  
The EN is active when 

attention is diverted 
externally.
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was used to measure creativity. The AUT asks 
participants to provide alternative uses to 
everyday objects, assessing creative thinking 
[10]. Consenting participants undergoing open 
brain surgery for tumor removal were stimulated 
at a region within the DN or a region outside 
the DN, while completing an AUT. They found 
that stimulation of the DN node increased 
the originality score of the participants, while 
stimulation outside the DN did not alter creative 
thinking. This unique approach to investigating 
creativity provided the first evidence of DN 
activity causing an upregulation of creative 
thinking. 

Consenting participants undergoing open brain 
surgery for tumor removal were stimulated 
at a region within the DN or a region outside 
the DN, while completing an AUT. They found 
that stimulation of the DN node increased 
the originality score of the participants, while 
stimulation outside the DN did not alter creative 
thinking. This unique approach to investigating 
creativity provided the first evidence of DN 
activity causing an upregulation of creative 
thinking. 

Another network involved in creative cognition 
is the executive network (EN; also called the 
executive-control network, or just control 
network). The EN is active when attention is 
diverted externally [11]. EN has no discrete role in 
generating creativity on its own. The executive 
network’s role in creativity is predicated on its 
interaction with the DN. 

This interaction - between the DN and EN 
-  mediates attention between endogenous 
(internal cognition) and exogenous (externally-
driven) stimuli [12]. The DN and EN work 
in tandem to produce and filter creative 
cognition, respectively [5]. Besides creative 
cognition, collaboration between the DN and 
EN is observed in a number of other cognitive 
processes [13].  

Domain-general creative cognition can be 
measured using divergent thinking paradigms. 
One study found the creative quality of 
responses to correlate to increased connection 
between nodes in the default and executive 
network [14]. This finding is consistent with 
recent literature, supporting the notion that DN 
and EN interplay facilitates creative thought. 

Artistic performance (or domain-specific 
cognition) follows the same activation patterns 
as domain-general cognition but with more 
nuance. It has been established that creative 
thought involves two steps: idea generation 
(usually associated with the DN) and idea 
evaluation (usually associated with the EN) 
[15]. Pinho et al. takes this work a step further 
by manipulating the goal of the creative task 
[16]. Professional pianists were instructed to 
improvise with either a certain emotional 
content (happy/sad) or with a certain key (F# 
minor). The activation of the DLPFC (a key 
node of the executive-control network) was 
decreased in the emotional condition. From our 
understanding of the EN, we can assume that 
musical improvisation guided by emotions is 
less restricted by the top-down control of the 
EN. The complexity of the process of creativity 
makes its neural correlates complex by nature. 
This research illustrates that creative cognition 
involves different neural networks, to different 
degrees, under different creative circumstances. 
As we further our understanding of higher 
order cognitive processes, we further our 
understanding of ourselves and how we create.
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For an organism to navigate 
through their environment 

it must be able to receive and 
process large amounts of 
sensory information. This sensory 
information comes in many 
different forms such as visual 
information, auditory information, 
tactile information, smell 
information, and many others. 
Animals have evolved with a 
computationally powerful tool 
capable of rapidly processing vast 
amounts of information, allowing 
them to act on that information 
and interact with their 
surroundings in a biologically 
relevant manner. Crucially, this 
computational tool must also 
provide a means of adaptation to 
changes in stimuli, allowing the 
animal to learn and change its 
behavior. This biological tool is 
the brain and it has enabled the 
evolution of advanced species. 

The efficiency and efficacy of 
the brain’s ability to process 
sensory information inspired 
computational scientists to 
create computational systems 

that systematically process 
information in a hierarchical 
manner, similar to the brain. 
These artificial processing 
systems are known as artificial 
neural networks. One example 
of brain-inspired neural networks 
is seen in perceptual networks, 
artificial systems capable of 
sensory processing, that are 
modeled after the human visual 
system.

The fundamental building block 
of the brain is the neuron. 
Computationally speaking, a 
neuron is a logical unit that 
receives information-rich 
inputs from other neurons and, 
depending on the values of the 
inputs, sends a distinct output to 
other neurons. A single neuron 
is capable of processing inputs 
from tens of thousands of 
neurons.
        

Neurons have biological 
biases which, depending 

on the type of neuron and the 
neurotransmitter systems at 
use, can influence the likelihood 

COMPUTER VISION  
& HUMAN VISUAL PERCEPTION

BY: TUCKER GIBBONS
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that it fires and produces an 
output. Furthermore, two 
neurons can have more than 
one connection with each other, 
which influences the strength 
or “weight” of the information 
being processed. When an 
animal learns the connectional 
weight between neurons can 

change and adapt, facilitating 
the neuronal basis of learning. 
This neuronal system of inputs, 
outputs, and weights provided 
the conceptual framework for 
artificial neural networks. 

Artificial neural networks were 
first inspired by research 

from Hubel & Wiesel in 1962 
that showed that a series of 
neurons within the primary visual 
cortex (V1) respond selectively to 
specific orientations of light. They 
concluded that complex neurons 
in V1 pooled inputs from many 
other neurons which allowed 
for spatial invariance and feature 
extraction . This formed the basis 
for artificial neural networks, 
which were first theorized under 
the neocognitron model in 1980 
by Kunihiko Fukushima, who 
had the ambition of creating the 
first artificial visual system. This 
theory of artificial visual systems 
influenced the computer scientist 
Yann LeCun to initiate the 
development of artificial neural 
networks[1]. 

Artificial neural-networks are 
the now core framework 

for machine-learning and have 
been utilized for a range of 
uses including autonomous 
vehicles, data analytics, artificial 
intelligence, and even the search 
engine Google [2] .

Furthermore, artificial neural 
networks often consist of an 
input layer, an output layer, and 
many layers in between known 
as hidden layers. Neurons within 
the input layer are responsible 
for passing data into the hidden 
layer neurons, which is the site of 
logical operation. The outputs of 
the hidden layers are then passed 
to the output layer. 
The neuronal connections in a 
neural network also have specific 

“weights” associated with them, 
allowing for learning through 
the updating of connectional 
weights. The weight functions 
can operate upon the 
information being passed 
through and increase, decrease, 
or even invert the value. This is 
a computational imitation of the 
inhibitory and excitatory output 
of biological neurons.

When an ANN (artificial neural 
network) neuron receives inputs 
from neurons in a previous layer 
the inputs are summed. The 
summed inputs from all of the 
neurons directed to it then pass 
through an “activation function”, 

An artificial neural network 
is a computational program, 

or set of functions, which 
possesses functional 

elements that are 
complementary to the 

action of biological neurons.

Inspired by the brain, a 
neural network consists of 
multiple layers of neurons 
that form connections or 
synapses with each other.



which determines the effect that the inputs will have on the neuron. In essence, the summation of inputs, 
weights, and operation of an activation function determines whether the artificial neuron fires. Similar to 
the voltage-gating process in a biological neuron, if excitatory input to the neuron does not meet a certain 
level, the neuron will not generate an output signal or “fire”. 

In accordance with biological systems, artificial neural networks consist of hundreds to millions of neurons 
with data being passed through them in a hierarchical function; as the data progresses to deep layers 

the neurons processing it become increasingly fine-tuned to complex qualities of the data. When the data 
reaches the final layers of neurons, the neurons that are activated will represent the specific properties of 
the data.

ANN architectures often differ in the activation function being used 
and the way artificial neurons connect to other neurons within the 
network. Two widespread artificial neural network architectures are fully-
connected-neural-networks (FCNN’s) and convolutional-neural-networks 
(CNN’s). 

Input Layer � �² Hidden Layer � �³ Hidden Layer � �³ Output Layer � �¹
NN-SVG [9]

NN-SVG [9]

]
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In a fully-connected-neural-network any given neuron within the network is connected to every neuron 
in the layers before and after it. For example, in a FCNN with 2 hidden layers, an input layer and an output 
layer, each neuron in the first layer outputs to each in the second layer just as each neuron in the second 
layer receives input from each neuron in the first layer. Any given hidden-layer neuron receives input from 
each neuron in the previous layer and outputs to each neuron in the following layer.

The method used for the classification of images (and a method that is more representative of the 
human visual system) involves a neural network architecture that restricts the communication of 

neurons so that neurons within the network only receive input from a limited number of other neurons. In 
doing so, individual neurons within this network form a pooled representation of the informaion from the 

Artificial Neural Networks: Structure

In machine learning artificial 
neural networks (ANN) can 

come in many different 
forms or “architectures”.

Fully-connected Neural Network

Convolutional Neural Network
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of the network, the input layer. 
The input layer consists of 784 
neurons, with each input neuron 
receiving the luminance value for 
one single pixel. 

Next, neurons in the second layer 
receive input from only selective 
input neurons. These neurons act 
as  “feature extractors”, extracting 
broad features such as “edges” 
and “lines” that are present 
in their receptive field. Other 
neurons in this layer receive 
information from different input 
neurons, thus processing the 
entire image in small fragments. 
Given that the only neurons that 
“fire” are the ones that detect 
the features they are trained 
to recognize, as the data flows 
to the next layer the neurons 
that are firing represent the 
features present in the image. 
This process repeats with further 
neuronal layers. 

As the data flows through the 
neural network, the neurons 
process data from a greater 
perceptual field. Despite the 
increasing field, these neurons 
are not directly observing the 
image. Instead, they are receiving 
information regarding the 
presence of individual features 

detected earlier in the sequence. 
As information progresses 
through the layers of a CNN, the 
receptive field of the neurons 
within it grows. In machine 
learning this process of down 
sampling, where information 
from many neurons is processed 
and conveyed by one neuron, is 
known as pooling.
In this hierarchical flow of 
visual data, the first feature-
extraction layer may respond to 
simple features such as edges 
and lines, the second feature 
extraction layer may respond 
to combinations of edges and 
lines that form shapes, the third 
layer may respond to a series of 
shapes that form objects. 

When combined, the neurons 
that are activated in the final 
feature extraction layer are fully 
representative of the precise 
features that have been detected 
in the image. The outputs from 
these neurons are processed 
by an output layer, which 
analyzes which feature-detection 
neurons are active. Crucially, 
convolutional neural networks 
contain multiple full-connected 
neuronal layers after the feature-
extraction layers. This allows for 
the combination of individual 

neurons that input to it. This type 
of neural network is referred to as 
a convolutional-neural-network 
(CNN). Any given neuron within 
a convolutional layer represents 
the visual field from its input 
neurons. Furthermore, each 
convolution layer is a grid-
like structure called a feature 
map. Feature maps represent 
a convolution of the features 
present in their visual field. The 
extracted features from the 
visual fields of the convolution 
layers are collated to form a 
representation of the features 
present in the visual scene.

A common example used to 
visualize the basic flow of 

information through a CNN 
is a program that processes 
hand-drawn numbers (1-9) and 
then predicts the identity of the 
number that is drawn, such as a 
classification program made by 
Adam Harley[3].
In this example, a user digitally 
draws a number in a designated 
drawing region, a 28x28 pixel 
array. Each pixel has a luminance 
value that is determined by 
whether or not the user has 
drawn in that region. This 
image is passed into a neural 
network through the first layer 

Computer Classification of Hand Drawn Numbers
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features to form a complete 
representation of the features 
within the image, allowing for 
recognition and classification[3].

Despite being a strong example 
of how an artificial visual 

system can process images, 
how does this example relate to 
biological visual processing as 
seen in humans? In the above 
example of a convolutional 
neural network there are layers 
of neurons that sequentially 
extract spatial features from an 
image. The extracted features 
are then combined to form a 
larger visual field capable of 
detecting the presence of larger 
more complex objects. Next, the 
large visual fields are combined 

in a fully connected neural layer 
to form a representation, and 
thus classification, of the original 
image. Remarkably, this process 
of growing receptive fields 
and feature extraction closely 
reflects the process of human 
visualization.

The first step of human visual 
processing is the retinal 

detection of photons. This 
occurs when light strikes a 
photoreceptor and induces a 
chemical change in light-sensitive 
pigments in photoreceptors, 
causing neurotransmitter release 
from the photoreceptor. This 
initial featureless detection of 
light is like that of the input layer 
in a CNN – simple luminance 
information is discreetly 
contained within many neurons.
 
The signal from photoreceptors 
is transmitted by retinal ganglion 
cells to a region of the thalamus 
called the Lateral Geniculate 
Nucleus (LGN). Retinal ganglion 
cells indirectly receive input 
from many photoreceptors, 
thus forming our first case 

of receptive field increase, or 
pooling. Furthermore, a single 
LGN neuron receives input from 
many retinal ganglion cells and 
thus many photoreceptors, 
growing the receptive field 
further. The LGN is where the 
first level of neuronal feature 
extraction occurs. Within the 
LGN there are different types of 
neurons that selectively respond 
to specific visual features such as 
motion (magnocellular ganglion 
cells) and color (parvocellular and 
koniocellular ganglion cells)[4].

Next, the basic extracted 
features of the visual field are 

passed to the next layer in the 
biological neural network as the 
LGN inputs to the primary visual 
cortex (V1). Multiple LGN neurons 
input to a single V1 neuron, 
further increasing the size of the 
visual field. This is where the next 
level of visual feature extraction 
takes place. The primary visual 
cortex contains neurons that 
selectively respond to specific 
orientations of light. This enables 
V1 neurons to detect gaussians, 
symmetrical and asymmetrical 

How does the human brain process visual information?

In congruence with  
artificial neural networks, 
human visual processing 
includes the detection of 

hierarchical visual features as 
information flows through 
layers of the human visual 

system. 



The astonishing speed and processing 
power of human visual processing 

inspired the development of convolutional 
neural networks. However, this 
inspiration goes both ways Visual systems 
neuroscientists have been faced with the 
challenge of deciphering the mechanistic 
function of higher-level visual cortices. A 
2014 manuscript from Yamins et al. describes 
the use of computational techniques 
to develop an artificial neural network 
model that matches human-level visual 
categorization[6]. Their convolutional neural 
network was highly predictive of the layer-like 
structure of V4 and inferior temporal cortex 
activity. This allowed for the generation of a 
quantitatively accurate mechanistic model 
of the visual cortex, specifically creating the 
leading model of the inferior temporal cortex 
– the highest order cortex in the ventral 
stream of visual processing[6].

Artificial neural networks possess great 
potential for technological advancement in 
many realms such as autonomous vehicles, 
search engines, and many others. 

Yammins, D. et al. [6]

]

16

edges, and even simple polygons[5]. Through 
the activation of many different feature-
detection V1 neurons the brain decodes the 
spatial features present in the visual field in a 
similar manner to that of CNN’s.

At the end of our pathway (but far from 
the termination of visual processing) the 
visual feature information is passed from V1 
to the secondary visual cortex (V2). This is 
where a complete visual image is assembled 
using the extracted features from V1. This 
corresponds to later fully-connected layers 
in the convolutional neural network – the 
spatial location of extracted visual features 
is preserved, allowing for an image to be 
created through the combination features 
present. Although an image has been 
assembled, the visual stream undergoes 
further feature extraction such as complex 
color-rich object recognition through the 
ventral pathway (LGN – V1 – V2 – V4 – IT) and 
spatial processing through the dorsal pathway 
(LGN – V1 – V2 – MT)[5].

Convolutional neural 
networks have greatly aided 
in our understanding of the 

human visual system.

Artificial neural networks 
provide a means of 

developing mechanistic 
models of human cortical 
processing, allowing for 
a previously unknown 
understanding of the 

human brain.
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likelihood that a person will 
develop type 2 diabetes, high 
blood pressure,gallbladder 
disease, osteoarthritis, sleep 
apnea, stoke, and mental 
health challenges[2]. Once 
a person is obese, it is 
exceedingly difficult to lose 
the weight and the medical 
field has struggled to find 
treatments that help people 
lose weight. One of the only 
options available to obese 
patients is highly invasive 
bariatric surgery procedures 
such as the Roux-en-Y gastric 
bypass (RYGB) or vertical 
sleeve gastrectomy (VSG)
[3]. Bariatric surgery functions 
by fundamentally altering 
digestive tract anatomy. Even 
with these significant changes, 
approximately half of patients 
will regain some, or all, of the 
weight lost after surgery[4].

I want to pause right here, 
before we get further into 
this article. While this article is 
based on scientific research 
and statistics, I think it’s 

important for readers to 
know—I’m not just writing 
about obesity and bariatric 
surgery for fun. My goal isn’t 
to take a purely research-
based approach to obesity 
that neglects to acknowledge 
that obesity sufferers are 
real humans that deserve to 
be treated as such. I’ve lived 
the contents of this article. 
I am intimately familiar with 
what it is like to be obese 
and the challenges that 
come with that. By the time 
I was twenty-four, my BMI 
exceeded 50—well into the 
“morbidly obese” category. 
At that time, bariatric surgery 
was suggested as an option. 
When I was twenty-five, I had 
a gastric bypass surgery. It 
was rough, to say the least—I 
had to get a feeding tube, 
not once, but twice. I had an 
ulcer that perforated, nearly 
requiring yet another surgery. 
I was diagnosed with “failure 
to thrive” when I stopped 
eating after my surgery and 
lost seventy pounds in less 

In the United States, it is 
cheaper, easier, and faster to 
buy processed, pre-prepared 
foods than it is to buy healthy, 
nutritious food. We’re busy, 
moving from one activity 
and place to the next, and 
cooking is not only time-
consuming, but it’s also a skill 
that an increasing number 
of Americans lack. Constant 
access to high-fat, high-
sugar foods in the United 
States of America has led to 
an obesity epidemic. As of 
2020, approximately 42% of 
Americans were considered 
to be obese and 31% of 
Americans were considered to 
be overweight[1]. This means 
that almost three-quarters 
of Americans are above a 
“healthy” weight. Keeping in 
mind that obesity is often 
measured by body mass index 
(BMI), a controversial and 
less-than-perfect measure 
of obesity, it still remains 
true that long-term obesity 
comes with significant health 
risks. Obesity increases the 

BARIATRIC
SURGERY
By: Caitlin BannisterBRAIN
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than two months. It was a 
miserable experience, and, 
truthfully, it almost killed me. 
But it worked. I lost the excess 
weight and have continued 
to maintain that weight 
loss. The craziest part of my 
experience, though, was 
that it didn’t seem to be the 
physical changes to my body 
that has helped me keep the 
weight off. Sure, the surgery 
induced the initial weight loss, 
but I attribute my maintained 
weight loss to a fundamental 
change in my relationship 
with food. Food isn’t the 
same to me—it’s not just my 
habits that changed, but the 
way I feel about food. I don’t 
enjoy or crave food the way 
I used to. Part of the reason I 
struggled after my surgery was 
that, before my surgery, I had 
eaten only because I wanted 
to. I had absolutely no idea 
how to make myself eat once 
I no longer wanted it. I had to 
learn that food was necessary 
for survival, and whether or 
not I wanted it, I needed it.

As a behavioral neuroscience 
major, that experience led me 
to ask a natural question—
does bariatric surgery 
change our brains? Turns 
out, research suggests that it 
does. Unfortunately, there are 
not enough studies that have 
examined this question and 
most have not looked at the 
results over a long period of 
time when people might be 
regaining weight. Most studies 
have not separated out results 
from those who succeed at 
keeping the weight off and 
those who end up regaining 
the weight. So, I want to 
be clear that the scientific 
evidence is limited and the 
studies are not necessarily 
well-designed; but still, what 
scientific evidence does 

exist appears to suggest that 
bariatric surgery can induce 
changes in the brain.

One consistently identified 
finding in obese patients 
is that they experience 
something called “reward 
deficiency syndrome.”[5][6]

[7] (Fun neuroscience note: 
“reward” is just referring to 
the release of dopamine!) 
While some people may 
assume that excessive food 
consumption in obese 
individuals is a result of excess 
enjoyment of food, research 
has found that the exact 
opposite is true in the brain. 
Studies have shown that 
people with obesity actually 
experience less reward from 
consuming food[6]. Essentially, 
in reward deficiency 
syndrome, the brain expects 
a certain amount of reward 
from food but it experiences 
less than that; this is called 
“reward prediction error”, 
or the difference between 
predicted and received 
rewards[6]. Reward prediction 
errors tend to create a 
motivational drive to achieve 
the predicted reward; when 
food fails to achieve the 
expected level of reward, 
the brain tends to think that 
more food will fix that. This 
creates a chronic cycle of 
brain activity that encourages 
continuous eating.

There’s a really important 
point to note here. A 
person experiencing reward 
deficiency syndrome will 
have significant challenges in 
reducing food consumption 
behavior—it goes far above 
and beyond simply choosing 
to stop or making healthier 
food choices. Brain activity 
related to reward is extremely 
powerful; it is the same kind of 

activity that drives addiction. 
While reward deficiency 
syndrome is distinctly different 
from the brain activity that 
occurs during addiction, it’s 
important to understand 
that this sort of activity in the 
brain is exceedingly difficult 
to overcome in behavior. 
The influence that reward 
has over a person’s behavior 
is immense and it’s not as 
straightforward as choosing to 
ignore it.

Fascinatingly, studies seem to 
suggest that bariatric surgery 
may be able to correct 
reward deficiency syndrome 
and reverse obesity-related 
neurological changes[8]. fMRI 
studies of bariatric patients 
reveal three crucial findings: 1) 
changes in reward response 
to food, 2) increased function 
of decision making areas of 
the brain, and 3) reduced 
size of food-seeking/hunger-
related areas of the brain[9]. 
Bariatric surgery patients tend 
to report less interest and 
liking of “high-calorie foods” 
and imaging of their brains 
suggest that reward-related 
areas of the brain are, in 
fact, less responsive to food 
cues and some reduction 
of size and gray matter can 
be seen in imaging studies[3]

[9][10][11]. Additionally, imaging 
shows improved activity and 
increased size in areas that 
are responsible for executive 
function and decision making, 
giving a patient improved 
ability to make choices about 
their food consumption 
behavior[4][9][11]. Finally, some 
imaging studies show reduced 
gray matter density and size 
of the hypothalamus, an area 
of the brain that provides 
strong motivational drive 
to consume food[9]. Taken 
together, these results indicate 

“The craziest part of my experience, though, was that it didn’t seem to be the physical 
changes to my body that has helped me keep the weight off...I attribute my maintained 
weight loss to a fundamental change in my relationship with food. Food isn’t the same 

to me--it’s not just my habits that changed, but the way I feel about food. I don’t enjoy or 
crave food the way I used to.”
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Bariatric surgery 
patients tend to report 

less interest and liking of 
“high-calorie foods” and 
imaging of their brains 

suggest that reward-
related areas of the 

brain are, in fact, less 
responsive to food cues.

that bariatric surgery reduces 
“reward deficiency syndrome,” 
improves cognitive control 
over food-related responses, 
and reduces motivational 
drive to consume food. All of 
these changes, hypothetically, 
should help a patient to want 
food less while also having 
improved ability to make 
choices about consuming 
food. Studies have also 
examined whether or not 
it is the surgery that causes 
these changes, or weight loss 
itself. Studies that examine 
patients who have lost weight 
through other means, such 
as dieting or lifestyle changes, 
show that these brain changes 
are specifically related to 
bariatric surgery. Weight 
loss alone does not induce 
these functional changes in 
the brain and, in the case of 
low-calorie dieting, actually 
worsens reward deficiency 
syndrome[10][12].

These findings regarding 
bariatric surgery provide 
an interesting avenue for 
obesity research. If bariatric 
surgery, an extremely invasive 
surgery with a high rate of 
complications, successfully 
results in behavioral changes 
not because of the anatomical 
changes but from the brain 
changes…is there a way we 
could therapeutically induce 
these brain changes without 
the need of surgery? Some 
clinical trials are trying to 
learn from the successes 
of bariatric surgery[13]. You 
may have heard about new 
treatments such as Wegovy[14], 
Ozempic[15], or Victoza[16]. 

These medications are 
used both for treatment of 
diabetes and weight loss. 
They are all GLP-1 agonists 
such as liraglutide (Victoza) 
and semaglutide (Wegovy 
and Ozempic)[14][15][16]. GLP-1 
(glucagon-like peptide) is a 
naturally occurring hormone 
that reduces appetite, 
inhibits gastric emptying, and 
enhances glucose-induced 
insulin release; GLP-1 levels 
are known to increase after 
bariatric surgery[13]. While 
it’s possible that increased 
levels of GLP-1 play a role 
in bariatric surgery induced 
brain changes, I am not 
personally aware of specific 
research that looks at this 
question. There are some 
studies that look at GLP-1 
agonists in the brain and at 
least one of them suggests 
that GLP-1 agonists (in this 
particular study, liraglutide 
was used) do interact with the 
hypothalamus and other areas 
of the brain[17]. The short story 
on GLP-1 agonists: there’s 
a lot of excitement (and 
controversy) around these 
new treatments and there’s a 
lot of unanswered questions 
about long-term efficacy and 
safety. What we do know 
about GLP-1 agonists is that 
they’re not as effective for 

weight loss as bariatric surgery 
but they’re also not as invasive 
as bariatric surgery[13][18]. GLP-1 
agonists are usually delivered 
by injection—no surgery 
necessary. It remains to be 
seen as to whether they can 
induce similar changes in the 
brain as bariatric surgery.

There’s a lot of research that 
still needs to be done on the 
effects of bariatric surgery on 
the brain. While the research 
seems to suggest there are 
beneficial changes in the brain 
after bariatric surgery, there’s 
a severe lack of longitudinal 
studies that examine why so 
many people regain weight 
after surgery. Do those people 
not experience long-term 
changes in the brain? Does 
anyone, regardless of whether 
they’re maintained their 
weight loss, experience long-
term changes? What causes 
those changes in the brain 
anyway? What can we do to 
induce those changes without 
surgery? Do GLP-1 agonists 
produce similar changes? 
There’s more questions than 
there are answers right now, 
but there’s an immense 
amount of progress being 
made in the field and reason 
to hope that better, less 
invasive treatments may not 
be too far in the future.
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SURVIVOR’S 
INSTINCTS

WHAT DOES EMOTIONAL TRAUMA DO TO YOUR BRAIN? 
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We live in a traumatized world. Fear and 
helplessness lead people to make thoughtless 
and selfish decisions to survive, and we can 
see the result of those feelings on the news 
every morning. Trauma changes the way we 
see ourselves, the people closest to us, and 
the world as a whole. It turns everyone into 
the enemy, filling the individual with both self 
hatred and self preservation, and that can 
have disastrous consequences. Many forms 
of trauma involve a physical component, but 
that is not a requirement for trauma to leave 
its mark.[5] Such instances like natural disasters 
or emotional abuse can also leave people with 
intense trauma. It can happen to anyone at any 
time, and it often leaves the victim with a feeling 
of helplessness and lack of control that persists 
long aafter the event is over. The most hurtful 
and often most traumatizing experiences are the 

ones that feel personal[5].  There is usually a fear 
for their safety, and the person cannot escape 
despite attempts to do so, such as sexual assault 
or kidnapping [2]. 

However, the variation in how an individual 
reacts and lives with their trauma are as varied 
as the people themselves. Some people 
can undergo incredibly intense traumatic 
experiences daily and escape to live relatively 
normal lives (usually with years of psychiatric 
help). On the other hand, some people can 
experience one traumatic experience and 
have it throw their life and emotional wellness 
into chaos. There are many reasons for this, 
including the experiences we have from birth 
and possible genetic predispositions to being 
highly reactive to stress in a process we call 
resilience. [5]
There are still many things we do not know 
about how trauma affects the brain and why 
there is a huge amount of individual variability 

in trauma responses and healing, but research 
into stress has been underway for decades. One 
of the first identified affected brain regions was 
the amygdala, known commonly for integrating 
incoming sensory information and applying 
emotional dimensions to it based on our past 
experiences [3]. This means that this region can 
take a huge amount of information, from both 
our past and present, and “decide” how we feel 
about it.  The amygdala has been a region of 
huge interest across many different disorders 
that include maladaptive fear responses (such 
as hypervigilance in anxiety or compulsive 
behaviors in OCD), and it’s been hypothesized 
to be highly connected with several other 
important regions for emotion and cognition. 
In people diagnosed with post-traumatic 
stress disorder (PTSD), the amygdala is highly 
reactive to traumatic stimuli and has been 

highly implicated in the fear response by many 
researchers [3]. 

We often see an increase in the number of 
glutamatergic spines on the neurons in the 
amygdala, which correlates to an increase 
in excitability.[1] This means that it takes less 
stimulation from other neurons to trigger their 
activity, and subsequent fearful response [3]. The 
largest inhibitor of the amygdala’s activity is the 
prefrontal cortex, including the dorsomedial and 
orbitofrontal prefrontal cortex.[1]

Along with this increase in amygdalar activity, 
we see a decrease in activity in the prefrontal 
cortex (PFC), which helps maintain and regulate 
our working memory, decision-making, and 
problem-solving.[5] This means that even small 
reminders of a traumatic event will lead to 
intense fear and an inability to think logically or 
objectively. 

“Our brains are wired for “Our brains are wired for 
connection, but trauma rewires them connection, but trauma rewires them 

for protection.”  for protection.”  
-Ryan North, Youth Dynamics-Ryan North, Youth Dynamics

By: Alaura Rice
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The circuit between the PFC and 
the amygdala involves specific 
back-and-forth roles that when 
disrupted, can lead to fearful 
and illogical responses in the 
name of survival, even if there 
is nothing actually threatening 
our well-being. One PFC region 
in particular, the orbitofrontal 
cortex, is highly connected to 
the amygdala and seems to 
contribute to the disruptive 
fear response, especially the 
extinction of that fear response. 
When the amygdala is highly 
reactive and the main inhibitor 
to that response is reduced, we 
can see how this malfunctioning 
“brake” can lead to a heightened 
response to seemingly neutral 
stimuli [3][1]. 

In addition to broad activity 
changes in the amygdala 
and prefrontal cortex, we see 
changes in the anterior cingulate 
cortex, which is involved in 
connecting our rewards to our 
actions.[4] This region is highly 
connected with the orbitofrontal 
cortex and the amygdala to 
help integrate the reward versus 
non-reward information (PFC-
amygdala) with the action-
outcome learning from the 
posterior cingulate cortex, and 
plan a resulting action. 

This informational loop ties in 
our past experiences with a 
given situation (and the action-
outcome learning of those) 
and applies it to a new current 
situation.[4] As an example, going 
to the movies with a friend can 
be seen as relatively neutral, if not 

positive. However, if someone 
has an experience in the past 
of assault in a movie theater, 
the anterior cingulate cortex 
is responsible for connecting 
that past decision to go to the 
movies (action) with the negative 
experience (outcome) with the 
current situation Therefore, if 
they are considering going to 
a movie, they will remember 
that traumatic event and the 
amygdala will raise the alarm 
bells in an attempt to keep the 
individual out of danger. 

If the amygdala is highly active 
like we see in PTSD patients, 
that could influence the PFC-
amygdala contribution to the 
current situation and make it 
seem more dangerous and 
fearful. In patients with PTSD, 
the anterior cingulate is also 
shown to have reduced activity.
[4] Since the amygdala’s activity 
is very impactful and “loud” in 
comparison to the other regions 
contributing to the planning 
of actions, the smallest hint of 
danger from the amygdala will 
cause the organism to freeze 
and not engage despite possible 
previous positive experiences. 

Fear has such a strong hold on 
the brain because it has always 
been crucial to our survival, but 
when it isn’t called for, it can 
be debilitating. We have always 
needed fear to tell us what to 
avoid, who to trust, and where 
to go. It’s evolutionarily required 
for survival, yet it has trapped so 
many people from living their 
lives.
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“Out of suffering emerges the 
strongest souls; the most massive 

characters are seared with 
scars.” - Kahlil Gibran

These small components of a traumatic experience, 
such as the smell in the air or the music playing, can 
ruin many things for an individual, even ones that don’t 
seem related to the original event in the first place. For 
example, after witnessing a very bad car accident, the 
person may avoid or even refuse to drive and avoid 
the scene of the accident altogether. Not only is their 
independence now restricted and they must avoid 
large reminders of the event, but even other loud 
crashes (like a child dropping a vase) can trigger the 
trauma response. The smell of gasoline or fire might 
become a huge trigger, along with loud noises, cars, 
roads, or even people they may have seen, such as 
children or emergency personnel. They may avoid 
the hospital, begin to isolate themselves from loved 
ones, and internalize a lot of negative and untrue 
beliefs about the event. It can be incredibly hard to 
think objectively about an event clouded in fear, and 
that can make people take up beliefs that do not seem 
to have any reason based in reality, such as survivor’s 
guilt or paranoia for another event. Until the individual 
can decouple the stimuli from the event and can think 
about the trauma in a relatively neutral manner, many 
parts of their life are lost to them. 

Emotional trauma is a permanent change to an 
organism’s way of thinking, but there are ways to make 
those paralyzing memories feel more manageable 
and allow for them to go back to a functional way of 
life. As mentioned before, the way someone reacts 
to traumatic events is highly varied, but the way an 
individual heals from that trauma is also variable. Some 
people avoid healing altogether by either justifying 
what happened and use it as an excuse to hurt others, 
or by turning externally and becoming selfless to avoid 
feeling all those hard feelings. Others cope with those 
feelings by distracting themselves with work, family, 
drugs, or any other vice they can find. The way that 
any one person chooses to deal with their traumatic 
experiences is fully independent, but the only real way 
to get back to a state of feeling safe and secure is to 
accept and move on from it. There is no way to forget 
about trauma and it will always be a part of someone, 
but it doesn’t need to be the large controller over life 
that it starts out being. There are many examples of 
people who have lived through horrific things and that 
have moved on and become better people for it, but 
the trauma itself did not decide that for them. They had 
to choose everyday to get better, which is an incredibly 
hard habit to build at what is often the lowest point in 
someone’s life. 

The people who overcome their trauma are some of 
the strongest people in the world, because changing 
how your brain processes something it is evolutionarily 
designed to do is one of the hardest things to do. 
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THE “FIRING” OF THE BRAIN
By: Aryana Merritt-Johnson
Collaborators: Benjamin Hutton and Jeffrey Cantle 

Reminiscent of fireworks, the colorful phyllotaxis-like 
patterns were created with DAPI stained cell parts. For 
more information about the process, please contact 
Aryana directly. 

Confocal flourescent microscopy images of rodent 
brain tissue samples were taken on the Leica Stellaris, 
prepared with help by the Cantle lab. 

Dr. Jeffrey Cantle is a neuroscientist with a Ph.D. 
from UCLA, currently starting his own lab studying 
the neurodegenerative disease Huntington’s. He likes 
mountain biking, houseplants, and coffee!
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In science it seems In science it seems 
like there is an endless like there is an endless 
barrage of acronyms, barrage of acronyms, 
all different yet all different yet 
remarkably similar, one remarkably similar, one 
especially common in especially common in 
the neuroscience and the neuroscience and 
medical field is EEG, medical field is EEG, 
but what does this but what does this 
mean? EEG stands for mean? EEG stands for 
ectroencephalogram(uh-ectroencephalogram(uh-
lek-trow-uhn-seh-fuh-lek-trow-uhn-seh-fuh-
luh-gram) and is a very luh-gram) and is a very 
widely used method to widely used method to 
measure brainwaves.measure brainwaves.
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This is accomplished 
by placing a variety 
of electrodes all over 
someone’s head that 
measure microVolt signals 
that correlate with neuronal 
activity [1,2]. These kinds 
of tests can be as short 
as twenty minutes, as 
is commonly done in 
outpatient settings like 
our very own Peacehealth 
Neurodiagnostic Clinic in 
Bellingham, WA.

Now, having a bunch of 
wires and electrodes placed 
all over your head doesn’t 
sound very comfortable 
right? Well actually, the 
test is usually very easy, 
even encouraging you 
to go to sleep! Once the 
electrodes are placed with 
a mild gel-like adhesive, 
baselines for heart rate, eye 
movement, and breathing 
are established for about 
10 minutes before the EEG 
technicians encourage 

you to go to sleep. While 
you’re sleeping, technicians 
monitor the brainwaves 
for different waveforms 
of signals and whether or 
not signals are lining up 
for both hemispheres of 
the brain. Abnormalities in 
waveforms can indicate 
serious issues, however 
there are some that are still 
in the realm of “normal”. 
These signals are then 
analyzed and used by 
neurologists to diagnose 
epilepsy, brain damage, 
brain disorders, or even 
brain tumors [1]. 

Now to the fun part! EEG 
art. This type of art is under 
the genre of generative 
art, meaning that at 
least a part or the whole 
work has been created 
using an autonomous 
system, a computer. It 
is a collaboration piece 
between your brain and 
the computer interpreting 

EEG ART: WHAT IS IT 
AND WHY IS IT SO 
POPULAR

By Aryana Merritt-Johnson
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the signals your brain is 
putting out [3, 4]. This 
in essence, means that 
thoughts can and do have 
a visual representation to 
them. And like most art, the 
pieces created from EEG 
differ based on person to 
person and from emotional 
state to state [3,4], making 
entirely unique artworks 
based on a person’s 
emotional state [5,6]. Some 
have created art based on 
the happiest time in their 
lives, one even said her 
artwork was remembering 
the day she gave birth to 
her child. It is also entirely 
fluid and interactive, as 
the EEG software, setup, 
and programming can all 
be different, leading to 
different formations of art, 
be it waves, concentric 
circles or phyllotaxis 
patterns. There is so much 
to be done!

One potential use of EEG 
art is art therapy. The 
Neuropaint app aims to 
do just this [7]. Joanne 
Leong came up with this 
project and coded the 
application that has a 
potential use of improving 
communication and 
concentration, reducing 
feelings of isolation, and 
increasing self-esteem 
[2,8]. The headset relays 
signals to the Neuropaint 
app that measures levels 
of calmness in cool colors, 
and excitement in warm 
colors, with the thickness of 

the brush as an indication 
of focus, with more focus 
the brush becomes finer 
[7]. A similar modification 
to EEG software has been 
used to help a graffiti artist 
who has been paralyzed 
by amyotrophic lateral 
sclerosis (ALS) by tracking 
eye movement rather than 
other methods that utilize 
blinking [9]. Collaborators 
modified EEG headsets, 
created usable software 
that replicated how graffiti 
would look and blend 
usually and eventually were 
able to get the project far 
enough to display it. The 
resulting art installation 
aimed to build awareness 
for locked-in syndrome 
and convey the journey 
they took technologically 
to make such a project 
happen.

Where might one get 
it? Well if you feel like 
spending the money, you 
can purchase your own 
EEG headset at NeuroSky, 
where they also offer 
EEG Art Apps and you 
can create to your heart’s 
content. If you find yourself 
around Dallas Texas, 
you may happen upon a 
company called Braintone 
Art [10]! They only attend 
events but allow people 
to choose a color palette, 
conduct the EEG with a 
portable headset, and allow 
you to create a masterpiece 
in just a few minutes, you 
even get to sign it! You can 

then watch the timelapse 
of your brain creating the 
piece and pick your favorite 
moment to take home. An 
art installation called State.
scape [11] that features 
a video projection of a 
flock of birds. Everything 
about this landscape, from 
number of birds, to motion 
type, ambient sounds 
corresponded with the 
user’s emotional state. The 
software tracks emotional 
states and intentions with 
a goal of determining the 
degree that users are aware 
of their emotional states 
in the virtual environment 
the installation utilizes. 
This was done during the 
State.scape art installation 
by comparing users with 
the individually created 
landscapes, and users with 
randomly generated ones. 
Users could recognize their 
own landscapes as they 
changed with the emotions 
they were feeling in the 
moment leading to more 
immersion in the simulated 
environment.

EEG art has therapeutic 
uses and involves the 
general public more into 
the field of neuroscience 
by making art installations 
that combine research and 
art accessible, the color 
and interesting forms are 
just a bonus! I would highly 
suggest that anyone who 
can try it, experience these 
EEG applications. 
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psychoactive component of peyote (a small, spineless 
cactus) is mescaline.
Historically, hallucinogens have been used by 
many cultures for medicinal, religious, and mystical 
purposes. Synthetic hallucinogens are manufactured drugs 
designed to mimic the mechanistic actions of natural 
psychedelic compounds with the goal of maximizing any 
potential therapeutic effects. The accidental discovery of 
one semi-synthetic substance showed promising results 
in the 1960s and would become the most famous ergot 
alkaloid. 

Claviceps, also known as ergot, is a type of fungi 
that infects over 600 plant species [4]. In the Middle 
Ages, consumption of ergot contaminated rye bread 
caused epidemics of ergotism. Ergot affects the human 
vasculature and central nervous system (CNS), which was 
clearly demonstrated by the symptoms of the afflicted. 
Two types of ergotism were documented: convulsive 
(paranoia, hallucinations) and gangrenous (loss of 
peripheral sensation, loss of limbs due to vasoconstriction) 
[4]. The troublesome nature of ergot is attributed to ergot 
alkaloids that make up about 15-20 percent of the fungus 
[4].  
 
Alkaloids are naturally occurring compounds containing 
nitrogen. In plants, alkaloids serve as a defense mechanism 
against predators due to their toxic properties. They are 
also used in modern medicine for their wide range of 
pharmacological activities. In the 19th century, smaller 
doses of ergot had been used as a preventative measure 
against excessive bleeding from childbirth due to its 
vasoconstrictive properties [4]. The inability to measure 

Classical hallucinogens-commonly referred to as 
“psychedelics”- are characterized by an altered 
state of consciousness resulting from changes 
in mood and perception. Naturally occurring 
hallucinogens originate in plants and fungi, 
including psilocybin mushrooms, ayahuasca, 
peyote, and morning glory seeds. It is not the 
plant or fungus itself that exerts influence over 
our brain’s signaling pathways; the hallucinogens 
at work are active compounds found within 
the plant or fungus. For example, the main 

Mind-Altering Accident: 
Origin of LSD and its 
Psychotherapeutic 
Implications BrynWeinberger
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non-lethal doses of ergot fungi led to the dismission 
of ergot for these purposes.

Ergot alkaloids are all derived from the same, basic 
ergoline structure that is readily converted to 
D-lysergic acid through hydrolysis [4]. 
What makes these chemicals significant to humans 
is that lysergic acid is identical in structure to some 
of our principal neurotransmitters: noradrenalin, 
dopamine, and serotonin (5-HT), thus allowing 
an easy starting material for the synthesis of 
new drugs with varying pharmacological effects. 
Ergotamine, an ergot-derived alkaloid, was first 
isolated as a pure substance in 1918 by Arthur Stoll 
of the Sandoz lab, a Swiss pharmaceutical company 
that reigned supreme in alkaloid production from 
the 1920s-1950s [4]. Modern day pharmaceutical 
companies recognize the potential in these 
substances and work to minimize harmful side 
effects while harnessing their therapeutic aspects 
through chemistry. 
Albert Hoffman was a Swiss chemist hired by the 
Sandoz labs tasked with the goal of synthesizing 
a novel chemical using lysergic acid as a 
starting point that could stimulate blood vessel 
constriction [8]. In 1938, Hoffman’s 25th chemical 
combination of lysergic acid and diethylamide, 
LSD-25, demonstrated a peculiar excitability in the 
animals tested upon. Sandoz dismissed the drug 
as ineffective and showed no interest in further 
research of LSD-25 [8]. Hoffman’s curiosity did not 
cease: 5 years later, in the process of synthesizing 

LSD-25 again, he ingested a small amount by chance. 
He was struck by feelings of dizziness and a sense 
of euphoria [8]. 5 days later, the first purposeful LSD-
induced psychedelic experience (recreationally known 
as an “acid trip”) was self-experimentation by Hoffman 
on April 19th, 1943, with a dose of 250 micrograms- a 
large dose, unbeknownst to him. Above is a quote from 
Hoffman’s journal, recounting his experience: 
Hoffman’s recollection of the drug’s effects sparked 
fascination among his colleagues. This marked 
the beginning of clinical LSD research during the 
1950s-1970s. Marketed as “Delysid” by Sandoz, 
LSD became an experimental drug in medicine [8]. 
Psychiatrists were interested in LSD as a treatment for 
affective disorders and addiction.  
Thousands of studies ensued over the 1950s-1970s 
with findings supporting LSD-assisted psychotherapy 
for the treatment of end-of-life anxiety in terminally-ill 
patients, depression, and alcoholism [2]. Safety concerns 
arose after LSD- administration to schizophrenic 
patients seemed to exacerbate their symptoms rather 

“...By now it was already clear to me that LSD had been the cause of the remarkable experience of 
the previous Friday, for the altered perceptions were of the same type as before, only much more 

intense. I had to struggle to speak intelligibly. I asked my laboratory assistant, who was informed of 
the self-experiment, to escort me home. We went by bicycle, no automobile being available because of 
wartime restrictions on their use. On the way home, my condition began to assume threatening forms. 

Everything in my field of vision wavered and was distorted as if seen in a curved mirror. I also had 
the sensation of being unable to move from the spot. Nevertheless, my assistant later told me that we 

had traveled very rapidly. Finally, we arrived at home safe and sound, and I was just barely capable of 
asking my companion to summon our family doctor and request milk from the neighbors.” [7]
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than encourage remission. In response to the rise in recreational use by 
countercultural young adults, the Controlled Substances Act of 1969 
classified LSD as a schedule one substance: LSD was deemed to have a 
high potential for abuse and no therapeutic potential, even under medical 
supervision. Subsequently, LSD research came to an abrupt end that would 
continue for decades.  

Serotonin, or 5-hydroxytryptamine (5-HT), is a signaling molecule that plays 
a variety of physiological roles in an array of species. In mammals, 5-HT is 
mainly found in the gut, and its receptor subtypes have differentiated over the 
past 90 million years, making them among the oldest families of mammalian 
receptors. 
Hallucinogenic drugs are characterized by their propensity for a 
subdivision of serotonin receptors found in the brain: 5-HT2A and 5-HT2B 
[2]. Dysregulation of the serotonergic system is heavily implicated in the 
neurobiology of depression. Selective serotonin reuptake inhibitors (SSRIs) 
are commonly used as a first-line antidepressant treatment. Interestingly, the 
discovery of LSD predates that of serotonin in the mammalian brain; before 
1953, serotonin research focused on its actions in the peripheral nervous 
system [6].  
Upon viewing the skeletal structures of LSD and serotonin, it is obvious that 
the two are kindred molecules, and offers a feasible explanation for the 
drug’s affinity for this class of receptors. How then, does LSD differentiate 
itself from serotonin when binding to 5-HT receptors? Mechanistically 
speaking, the diethylamide substituent is key. Upon activation via LSD binding, 
a conformational change of the 5-HT2A receptor takes place. LSD’s ability 
to stabilize in a distinct conformation preferentially activates specific signal 
transduction pathways, allowing for the consequent changes in mental 
processing experienced by the user [10]. Recreational doses exert their effects 
for up to 16 hours. Examination of the crystal structure of LSD in complex 
reveals an extracellular loop that acts as a lid which blocks the removal of 
LSD from the receptor, contributing to the long-lasting nature of an acid trip 
[1].  
Experimental methods during the heyday of psychedelic research were 
limited compared to contemporary standards. The utility of self-report 
measures does not lend itself to a pharmacodynamic approach. Modern 
neuroimaging techniques such as functional magnetic resonance imaging 
(fMRI) and magnetic encephalography (MEG) unveil how LSD interferes with 
normal brain functioning. In 2016, the Beckley/Imperial Research Programme 
published the first images of the human brain on LSD [9]. 20 volunteers were 
administered 75 micrograms of LSD or placebo drug. Their findings indicated 
decreased communication between interconnected regions that make up 
the default mode network (DMN) [9]. The DMN is primarily activated in the 
absence of demanding cognitive tasks (the “default” state) and is associated 
with mind wandering, day-dreaming, and self-referential thought. Subjects 
under the influence of LSD reported a dissolved sense of self, or “ego 
dissolution” which correlated with increased suppressed intercommunication 
in the DMN [9]. In contrast, the visual cortex begins to converse with areas 
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outside the realm of typical visual 
processing, allowing for closed-eye 
hallucinations [9].  

The act of “microdosing” 
psychedelics has gained 
popularity in recent years. 
Generally, a microdose accounts 
for 1/10th of the dosage needed 
to induce hallucinatory effects. 
Thousands of user reports 
suggest that 10-20 micrograms 
of LSD taken in 3-4 day intervals 
acutely increases positive mood 
effects and cognitive abilities [2]. 
These results seem promising, 
but are largely anecdotal, and 
have yet to be backed by clinical 
research [5]. In one microdosing 
study, researchers administered 
18 participants one of three LSD 
drug conditions over 3-4 days: 
placebo (inactive substance), 13 
micrograms, or 26 micrograms. 
Repeated low doses of LSD in 
these healthy adults did not 
produce significant changes in 
mood or cognition [2]. Subjects 
who received 26 micrograms 
described stimulant-like effects. 
The authors suggest that LSD’s 
additional affinity for dopamine 
and adrenergic receptors could 
account for an increased arousal 
state [2]. More clinical trials are 
needed to assess the therapeutic 
potential of microdosing in 
affective disorders.

The psychiatric potential of 
psychedlic-assisted psychotherapy 
calls for modern, placebo-
controlled studies. Subjective 
effects of hallucinogens are 
highly contingent on dosage 
and setting. Due to legal 
restrictions, contemporary LSD 
studies are limited. The current 
literature indicates short-term 
improvements upon treatment 
with a single high dose of LSD in 
psychiatric patients in addition to 
healthy volunteers, though more 
follow-up studies are required 
to test the longevity of these 
effects. In addition, studying LSD’s 
mechanistic action at non-5-HT 
receptors, such as dopamingeric 
and adrenergic receptors, could 
provide further insight into the 
performance enhancing effects 
resulting from low doses of LSD.
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THE COMPLEXITIES OF ADDICTION: 

FINDING MODERATION IN EVERYTHING

BY JULIE WEBER
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BY JULIE WEBER

Everything in moderation. It’s a 
quintessential line that my mom 
likes to throw in whenever she’s 
nagging me about anything - my 
time management skills (or lack 
thereof), how I choose to spend 
my money, the foods I eat, etc. 
My stubborn, teenage-self would 
nod and tune out anything that 
would follow that phrase, but as 
I’ve gotten older, I’ve found that 
it’s starting to click. 

For the past year and a half, I’ve 
had the privilege of working as a 
research assistant in Dr. Grimm’s 
lab, studying the neurobiology of 
addiction and relapse. I had not 
considered the broader scope 
of what addiction can look like - 
until now. 

Drugs are typically the first thing 
that come to mind when we 
think of addiction. If not drugs, 
it’s almost always something else 
immediately deemed unhealthy 
or considered a bad habit. But 
what about behaviors that are 
even thought of as healthy 
or beneficial like exercise and 
work? Can good habits be just as 
debilitating as bad ones? Short 
answer, yes. 

The definition of addiction is 
broad, but essentially, is a disease 
characterized by compulsive use 
of a substance or behavior that 
crosses a threshold of impacting 

ability to function.1 Addiction is 
complex and has wide-ranging 
impacts that extend beyond 
things we would not immediately 
consider addictive. 

The rewarding effect of addictive 
behavior is the main reason why 
we get hooked on addictive 
behavior. These rewarding effects 
are due to increased dopamine 
- particularly in the nucleus 
accumbens, a region within the 
ventral striatum.2

The nucleus accumbens is a key 
component of the mesolimbic 
pathway, a dopaminergic route in 
the brain that heavily influences 
reward perception. It works in a 
feedback loop manner - repeated 
exposure to an addictive behavior 
strengthens the stimulus-reward 
association of this pathway. The 
stronger the association, the 
more motivated an individual 
is going to be to repeat the 
behavior causing it. 

Another persistent theme with 
addiction is the illusion of control 
and perceived distraction from 
pain. Addictive behaviors become 
a gateway for both. This is why 
it’s hard to let them go. 

Addictive behaviors settle into 
patterns and often go together 
and stem from a kind of “work 
hard, play hard” mentality. People 

push themselves so hard at work 
and exhaust themselves beyond 
the limits of what their minds and 
bodies can do, and then reward 
themselves at the end of a very 
hard work day or week with a 
binge or overuse pattern.

The “work hard, play hard” 
combined with access to 
highly potent and reinforcing 
drugs and behaviors makes 
addiction ubiquitous in this 
world we live in today. The 
limited infrastructure to treat 
addiction doesn’t help either. 
Addiction treatment systems 
are outdated and lack holistic, 
evidence-based approaches 
that incorporate behavioral 
therapy, social support, and 
continued monitoring, in addition 
to medication.4 Residential 
addiction treatment programs 
come with high price tags, which 
limits accessibility for those with 
low-incomes.3 

Addiction is more common 
than we realize and many of us 
are likely engaging in addictive 
behaviors without being aware 
of it. There are no shortcuts 
or easy roads to take that 
help treat addictive behavior. 
Pharmaceutical options can be 
effective, but they do not get to 
the root of the issue. 

Understanding how addiction 
is influenced by mental illness, 
stress, trauma, and family 
history can help reduce risk for 
addiction. So can increased 
self-awareness. Keeping diaries 
of habits and patterns can help 
with reflecting on behavior and 
triggers.5 Goal setting is also a 
valuable process because it sets 
clear intentions and provides 
a sense of guidance. When 
people become more mindful 
and present about what they’re 
doing, why they’re doing it, and 
are honest with themselves, 
moderation can be learned and 
developed. I suppose my mom 
has always been onto something 
after all. 

Nucleus accumbens depicted on an M.R.I. scan.
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“There are many 

benefits to ADHD, 

too many to 

list. It becomes 

a disadvantage 

when you’re 

expected to 

conform to a 

structure that 

doesn’t make 

sense to you.” 

- Peter Carlisle 

By: Alaura Rice

A DIFFERENT WAY      OF  THINKING

autism, are becoming more 
prevalent with increased 
awareness and recognition by 
the medical community, but 
the individuals who experience 
them still struggle to do well in 
school, maintain certain jobs, 
and perform daily household 
tasks. We have idolized struggling 
and overcoming but yet we still 
undermine and diminish the 
struggles that we as a society 
don’t understand. It can be 
very hard for neurodivergent 
people to not internalize the 
negative attitudes toward these 
differences, despite them 
seemingly having a biological 
basis and not a moral one. 
Research is still underway, but it 
is becoming clear that individuals 
with ADHD have different wiring 
of the brain’s attentional and 
resting state networks. 
Connectomics is a new field of 
neuroscience that compares the 
brain’s functional connectivity 
of neurotypical individuals with 
those diagnosed with ADHD, 
focusing on network function 
between brain regions. Past 
research to this point has 

The world we live in has 
advanced dramatically over 
the last 1,000 years, but our 
brain evolution has not made 
much progress to catch up. 
We no longer have to rely on 
our individual abilities to survive 
in a naturalistic environment, 
but the collectivist society 
we have built was made with 
more emphasis on our ability 
to perform and follow certain 
rules. Staying fed and safe no 
longer requires hunting skills, but 
organizational and functional 
skills that will help us keep a 
job and perform our daily tasks 
in a timely fashion. To truly be 
successful in the society we 
live in now, we must showcase 
our executive functioning skills 
and prove to others that we 
can not only perform our basic 
living tasks such as cleaning 
and cooking, but succeed in 
our careers and intrapersonal 
relationships as well. For anyone 
who identifies as neurodivergent, 
the skills often taken for granted 
by “normal” people can be 
huge barriers toward success. 
Disorders, such as ADHD and 
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shown that different regions of 
the brain seemingly perform 
distinct functions, such as the 
visual cortex processing visual 
information and the amygdala 
processing fear cues. However, 
there has been a shift away from 
this locationist theory into a 
more connectomic one, which 
identifies networks as the driving 
factor in behavior and cognition. 
These connections between 
regions act in synchronicity like 
a well-tuned orchestra. Each 
region is an instrument and every 
note or chord is the pattern of 
activity driving them. When they 
work well in unison, the music 
sounds beautiful. But if there 
is a wrong note or the timing 
is off between instruments, it 
becomes a mess of noise. In 
individuals with ADHD, some 
regions seem to play louder and 
out-of-sync, represented by an 
increased connectivity between 
certain networks, and this can 
change how the behavior or way 
of thinking is computed. If the 
tuba in an orchestra decides to 
start playing the same notes but 
10 times louder, hearing the flute 

section is going to be incredibly 
hard. If the network in charge 
of switching our attention gets 
quieter, or has less connections, 
its influence over cognition also 
gets reduced. 
Of the networks that have been 
identified, three major ones help 
control internal and external 
attentional resources such as 
internally generated scenarios 
played in our head or focusing 
in class: the salience network, 
the dorsal “top-down” attentional 
network, and the default mode 
network. While there are many 
other networks in the brain, 
these three seem to be the most 
disrupted in ADHD brains. 
An organism’s ability to identify 
and attend to the most important 
thing at a given time is governed 
by the salience network, which 
typically works with the dorsal 
“top-down” attentional network 
and the ventral “bottom-up” 
attentional network [1]. The 
main function of the salience 
networks is to identify the most 
salient, or important, information 
at any given time and direct our 
attentional and/or conscious 

“People with ADHD 
often have a special 

feel for life, a way 
of seeing right into 
the heart of things, 

while others have to 
reason themselves 

methodically.” - 
Edward M. Hallowell

“No matter how much 
you WANTWANT to pay 

attention, boredom 
allows curiosity to 

find the key and open 
the dungeon door, 

allowing attention to 
escape and find some 

interesting place to 
visit.” 

- Edward M. Hallowell

A DIFFERENT WAY      OF  THINKING
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attentional networks, there is a shift in activity 
in favor of attending to something, whether 
that be consciously directed (hyperfocus) or 
unexpected stimuli (hypervigilant), and there is 
less control over the switching between them to 
other networks by the salient network. There is 
also evidence that there is altered connectivity 
between these attentional networks and the DMN 
in children with ADHD, both within the network 
and between networks [3][2]. If we consider 
the symptoms of ADHD, such as hyperactivity, 
hyperfocus, impulsive decisions, and executive 
functioning issues, we can see how disrupted 
network switching and reduced control and 
function of the salience and DMN may lead to 
some of these symptoms. It is still unclear how 
or why stimulant medications, such as Adderall 
and Methylphenidate, work well in many cases 
of ADHD and more research should be done to 
uncover its role in restoring network activity. 
However, researchers are still deciphering what 
these new connectomic findings suggest, but 
it is becoming clear that individuals with ADHD 

have different wiring of the brain’s attentional and 
resting state networks. This difference in the way 
that information gets processed in the brains of 
those with ADHD suggests that their behavioral 
differences are not a moral failing or a problem 
with effort, but a brain alteration that makes 
many parts of life difficult. Without being able to 
reliably attend to something through conscious 
choice, it can be incredibly difficult to begin tasks, 
finish projects, and alter plans. However, the 
world needs people who can think differently, 
and we should make space for those with brains 
that work a little differently. Some of the most 
incredible feats accomplished by man have been 
done by an ADHD brain, such as Albert Einstein, 
Agatha Christie, Da Vinci, and Mozart. A diagnosis 
of ADHD does not mean that life cannot be 
successful, but that it will be different and that can 
be an amazing thing. 

perspective to that information [4]. If we are 
being asked to focus on the information being 
given in lecture, the salience network ensures 
that our eyes are forward, ears focusing on the 
words, and our attention is on the instructor. 
However, if we are then asked to think about 
a question and come up with an answer, the 
salience network switches from externally 
focused attention to internally processed 
scenario computations and processes. Our 
attention is a finite resource, with the potential 
to maintain about 7 pieces of information at a 
given time in our working memory. This means 
that we need to be sure we are attending to the 
right things at the right time. 
 If we consciously decide to focus on 
something, such as reading, the dorsal 
attentional network guides those attentional 
resources to the external images of words on 
a page. This is thought to be our “top-down” 
control over our attentional processes [4]. We 
can guide our attention to where you want it 
to be using this network in conjunction with 

the salience network. However, if someone 
calls your name, you automatically look up and 
search your surroundings to find the source 
of that important information. This is known 
as “bottom-up” control over attention and it 
is guided by the ventral attentional network 
[4]. This network also works with the dorsal 
attention and salience networks to make sure 
that the organism’s attention is on what the 
most important information is at a given time. 
The salient network then switches those 
attentional resources between them, as well 
as other networks such as the Default Mode 
Network (DMN), which is generally active 
during resting-state [1]. When the brain is idle 
and internally focused, this network becomes 
active. This network is sometimes seen as the 
counterpart to the dorsal attention network, only 
being active when the other is not. This network 
is of huge interest to many research groups and 
has been heavily implicated in many different 
psychiatric disorders, such as depression, 
schizophrenia, and ADHD.
Research has found that in individuals with 
ADHD, there seems to be an increased 
connectivity between the dorsal and 
ventral attentional networks and a reduced 
connectivity between the salience network 
and the dorsal attention network [1][2]. By 
increasing the connectivity between the two 

“To be nobody but yourself in a world that’s doing its best to make “To be nobody but yourself in a world that’s doing its best to make 
you someone else is to fight the hardest battle you are ever going to you someone else is to fight the hardest battle you are ever going to 
fight. Never stop fighting.” - E. E. Cummingsfight. Never stop fighting.” - E. E. Cummings
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